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Summary

The Ada Lovelace Institute (Ada) and the Nuffield Foundation welcome the Department for Education’s call for evidence on generative artificial intelligence in education. This response provides an overview of potential opportunities, benefits, risks and concerns around uses of generative AI and foundation models.

It lays out the potential opportunities and risks surrounding these technologies in society more broadly, with reference to their current and potential future use in educational environments in the UK, and the legal and regulatory considerations affecting their deployment in educational contexts. For this reason we have provided our submission as a written response than as a survey response.

Ada has undertaken a wide range of research on the impact of AI, and where governance and regulation ought to be developed. Ada and the Nuffield Foundation are now jointly undertaking research into the role of AI and data-driven technologies in education including a landscape review. This will take in technologies used in education in UK state-funded primary and secondary schools, and relevant actors (from across the public, private and third sector).

We encourage the Department to read Ada’s research in the field of AI (see ‘Supplementary reading’).

For the benefit of clarity, we have provided definitions for the types of AI we refer to in this response.
Definitions

**Artificial Intelligence (AI)** ‘can be defined as the use of digital technologies to create systems capable of performing tasks commonly thought to require intelligence.’¹

Other key terms related to AI:²

**Foundation Models** ‘are AI models designed to produce a wide and general variety of outputs. They are capable of a range of possible tasks and applications, such as text, image, or audio generation. They can be standalone systems or can be used as a “base” for many other applications’.

**Generative AI** ‘refers to AI systems that can generate content based on user inputs such as text prompts. The content types (also known as modalities) that can be generated include images, video, text and audio.’

**Large language models (LLMs)** ‘are a type of AI system trained on text data that can generate natural language responses to inputs or prompts [...] [They] are the basis for most of the foundation models we see today (though not all, as some are being trained on vision, robotics, or reasoning and search, for example), performing a wide range of text-based tasks such as question-answering, autocomplete, translation, summarisation, etc. in response to a wide range of inputs and prompts.’

In this response, we use foundation models as a catch-all term to refer to generative AI and large-language models specifically in relation to the definitions given above.


General opportunities and benefits of foundation models

Ada’s research has identified an interest among experts and relevant public-sector stakeholders in using foundation models for a wide range of purposes, and across a broad range of central and local government departments and potential public services.

It is notable that, despite the attention given over the past six months to the advancements in AI technologies, the opportunities for their use are yet to be clearly articulated, defined or put into practice. The most prominent use of these technologies is currently found in the integration of generative AI and large language models (LLMs) in products such as Microsoft’s Bing, Google’s Bard, and OpenAI’s ChatGPT. The widespread availability of these technologies has led to their growing use in people’s personal and professional lives, including by students in the education system.

However, the development of bespoke products and services using these technologies is mostly in the early stages. Forthcoming research by Ada has found that the anticipated early use cases for foundation models in the public sector will include document analysis, document synthesis, data analytics, decision-making support, drafting of policy briefings, chatbots and provision of public knowledge access.

The uses of foundation models, generative AI and large language models in education

In the classroom

AI-driven products and services are gaining ground in education, as seen through a growing number of products and investment which provide opportunities for new automated features, analytics and personalised learning.3 To date, the uses of foundation models in education in the UK, be it for language learning,4 personalised learning,5 teaching and assignment preparations, and writing essays6 so far appears experimental.

However, personalised learning is not a new technological development. AI has long been used to support forms of personalised learning; its development and evolution dates back to 2001.7 There are currently over 30 viable AI-driven products in the education market, some of which rely on foundation models.8

To our knowledge, foundation models are not yet formally embedded in state-funded classrooms. However, Google Classroom will soon roll out a language model-powered personalised learning
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6 Cardona, Rodríguez and Ishmael (n 3).


feature to provide teachers with insights into areas needing extra instruction or support, while also providing students with instant feedback.\(^9\)

Other uses of available LLM-powered products, such as ChatGPT, for education are also at an experimental stage. These experiments are often carried out informally by teachers and students. It has been noted by researchers that teachers have experimented with the likes of ChatGPT for lesson planning and personalising assignments while students have explored this technology for essay writing or completing assignments.\(^10\)

For administration

The use of AI systems for schools’ administration — for example organisation and analysis of student data for statutory reporting — is similarly in its infancy. Few management information systems\(^11\) currently use AI of any form. Of the few that do, BROMCOM announced LLM-based features in March 2023. These features include chatbots that provide conversational engagement for school staff querying student data; insights about students’ behaviours and progress; and translation to facilitate communication with parents whose first language is not English.\(^12\)

Potential benefits of foundation models in education

Ada’s current research in AI and formal education is identifying that AI may have the potential to improve education through technologies for 1) administrative tasks, such as student record keeping and progress tracking (e.g., management information system (MIS)), 2) accessibility and inclusion to address broader ranges of students’ specific needs, and 3) teaching and learning, for example, through personalised learning.

While many AI systems focus on adaptive or personalised learning, not all of them are specifically designed for formal educational settings. Duolingo, for example, has recently launched new features to help language learners understand more about the answers given in a lesson and practice their skills through roleplay,\(^13\) while Khan Academy is experimenting with a GPT-4-powered tool to facilitate adaptive or personalised learning for students and ease teachers’ administrative tasks.\(^14\)

Crucially, research\(^15\) shows that there is limited agreement on what counts as evidence for these improvements, confirming that opportunities promised by AI have not yet been realised.

The versatility of foundation models and applications built on top of them (such as ChatGPT and Bing Chat) makes it difficult to gauge the scope and scale of their impact on people and society. The ways
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\(^9\) Spadafora (n 12).

\(^10\) Cardona, Rodríguez and Ishmael (n 3).

\(^11\) MIS in the context of education is an information system used for organising data about students. Some systems come with built-in analytics features. State-funded schools in England rely on these systems to keep record data about students to fulfil their statutory reporting duty.

\(^12\) ‘Bromcom AI: The UK’s First AI Powered MIS’ (n 3).


in which foundation models are used are still evolving and have not yet been systematically evaluated for their effectiveness. More research is needed to assess the impact on teaching practices and on the way students construct their knowledge.

**General concerns and risks of foundation models**

Foundation models rely on a large amount of training data, computing power (to process the training data) and commands or prompts from humans to perform required tasks. These key components set limits to the effectiveness and reliability of foundation models and characterise the systems’ vulnerability to bias, misuse and abuse. We have identified four categories of risk:

1. **Accidental harms arising from AI systems failing, or acting in unanticipated ways**, such as inaccurate or biased information mixed in with accurate, impartial, information about a particular subject. Such errors can undermine the quality and scope of knowledge constructed as part of students’ learning.

2. **Harms arising from the misuse of AI systems**, such as the practice of malicious actors generating misinformation using generative AI applications such as ChatGPT and Midjourney. If foundation models were used to generate exam materials, they could be used nefariously to predict or leak both questions and answers prior to the exams.

3. **Structural harms arising from AI systems** altering the dynamics of social, political and economic systems, such as the potential for university access, or automated ‘streaming’. This type of harm could also manifest through perpetuating a digital divide (in terms of technology access and digital literacy) which limits the ability of already disadvantaged students to extract benefits from foundation models.

4. **Upstream harms arising further up the AI value chain**, such as negative environmental impacts, and the inappropriate collection or use of personal data or protected intellectual property.

When foundation models are deployed, these harms can manifest in the following ways:

- **Harmful content**: This includes misinformation, disinformation and ‘hallucination’ due to bias and/or inaccuracies in the training data. Training data often comes from publicly available content such as text, images videos, which are not neutral and can contain misinformation, disinformation or hate speech. Models trained on this data will likely reflect and reproduce any patterns of biases in their outputs – which then reinforces stereotypes,

---


17 In education, ‘streaming’ refers to the practice of sorting students into groups or classes, according to their abilities and levels of achievements to allow students to learn, according to their abilities. This practice can have a negative effect on motivation and lock students into an underachieving learning path and career path.

18 Upstream harms in the AI value chain refers to activities that feed into the development of an AI model, as part of a supply chain, that can cause harms, such as commercial exploitation of personal data in the data gathering phase to train AI and in the collection and usage of interaction data to further train AI, or labour abuse. (See Sabrina Küspert, Nicolas Moës and Connor Dunlop, ‘The Value Chain of General-Purpose AI’ (Ada Lovelace Institute, 10 February 2023) <https://www.adalovelaceinstitute.org/blog/value-chain-general-purpose-ai/> accessed 27 March 2023.

19 Ada Lovelace Institute (n 19).

20 A situation in which the generative aspect of these models creates outputs that combine a mix of accurate and inaccurate information so seamlessly and convincingly that it is difficult to tell the truth from false information.
further spreads mis- and disinformation, and perpetuates discriminatory outcomes for already marginalised groups. The widespread use and abuse of foundation models could lock people in a bubble of harmful content, and/or skew their worldviews.

- **Automating disparity, injustice, unfair or discriminatory outcomes**: When these models are used to inform decisions – including automated decision-making – the same misinformation, disinformation, biases and prejudices inherent in the training dataset will likely reproduce discriminatory outcomes when it comes to, for example, job or university application screening. The use of these models to automate decisions and actions for efficiency savings could also have the unintended consequence of job losses.

- **Data protection and privacy breaches**: Foundation models introduce risks of unintended disclosure of sensitive information used to train them. This risk is pertinent to the use of internal government data to train these models. At their interfaces with users, these models can also infer protected characteristics or other sensitive information about people – accurately or inaccurately – and feed such inferences back to the datasets and the models’ outputs. Inaccurate inferences that inform the models’ outputs could result in negative or discriminatory outcomes for individuals.

- **Cybersecurity**: The generative capabilities of these models lend themselves to abuse by malicious actors. This functionality lowers the costs of spreading misinformation, disinformation and propaganda at scale, enables scammers and fraudsters to create even more convincing messages to fool victims, and facilitates the generation of malware that are more effective at evading detections.

**Concerns and risks around foundation model usage in education**

As noted in the section above ‘The uses of foundation models, generative AI and large language models in education’, various stakeholders (e.g., developers, teachers, awarding bodies, school administrators, students, parents) are already experimenting with or considering using foundation models, such as ChatGPT.

As uses of foundation models in education are still in the early stages of development and deployment, the challenge for policymakers, schools, teachers and students at this stage is limited evidence of the benefits of their use.

However, looking at the previous impacts of data-driven technologies and the deployment of algorithms within the education sector may help in identifying areas of risk and potential for harm. For example, the failure of the A-level grading algorithm in 2020,21 and the data protection and data exploitation risks associated with popular commercial learning platforms such as Google Classroom and ClassDojo.22

These examples identify necessary safeguards that need to be put in place to ensure that the opportunities imagined or promised by foundation models are realised with minimal detrimental impacts on children and their development. Being clear about the purposes and ensuring careful
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consideration of their benefits and risks will be vital to the safe deployment of foundation models within the education system.

The following are examples of common risks which have specific implications for schools, teachers and students in the context of education when foundation models are used.

**Digital divide**

The ability to use Foundation models will require basic digital infrastructure, such as a stable broadband connection and computers. The COVID-19 pandemic has highlighted the negative impact on learning caused by the digital divide – access (or lack thereof) to digital infrastructure and digital literacy (among teachers, parents and students) – particularly among disadvantaged children.23

Any improvements in access to digital infrastructure post-pandemic, following the Government’s initiative to provide schools in England with broadband access by 2025,24 have not been equally experienced. Research shows that schools still have unequal access to digital infrastructure, because of the reduction in school funding (particularly for non-salary costs)25 and through inequalities in school funding.26 Also contributing to the digital divide is the variation in teachers’ digital skills and literacy – which are necessary for extracting value from data and data-driven technologies.27

Comparable to the context of health,28 such disparities mean that the potential benefits of foundation models in education may be unequally distributed. To ensure even distribution of potential benefits from foundation models and other emerging technologies, Government should prioritise bridging the digital divide and lowering cost barriers for accessing digital infrastructures (and other emerging technologies).

**Scope and quality of knowledge**

If systems such as ChatGPT are used for lesson planning, risks relating to hallucination, misinformation, disinformation and accuracy and legitimacy of outputs29 have the potential to undermine the quality of information and knowledge shared with students.

Bias in the training data has the potential to reinforce historical ways of thinking or dominant values.30 It can pose risks such as narrowing the scope of knowledge and worldviews – for example in
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29 Ada Lovelace Institute (n 19).
relation to teaching of historical events. As above, the impact of bias affects teaching preparation, learning materials and assessment development, as well students’ completion of assignments.

A critical requirement for the use of these technologies is the need for outputs and generated content (be it visual, audio, or textual) to be checked for accuracy.

**Child development and competencies**

A key objective of education is to develop students’ logical reasoning. Research shows that children gradually develop this ability from a young age and that students should master logical judgments at the conceptual level. This is seen through their thought processes and ability to infer and make judgments from information.\(^\text{31}\)

The introduction of foundation models to classrooms, which base their outputs on the statistical sequencing of words,\(^\text{32}\) has the potential to disrupt the way students can develop logical reasoning and critical thinking.

If students used foundation models to summarise information or to assist with research, they may be more efficient in completing assignments but could risk losing opportunities to develop logical thinking and other critical skills.

The lack of references to information sources used by the models also makes it harder for students and teachers to critically assess the quality of outputs from the models – which they would otherwise be able to do if they were to do the research themselves.

The development and potential use of foundation models in an educational setting will therefore need careful consideration of the potential impact on the critical thinking and logical reasoning capabilities of students (e.g., the ability to make inferences from given information).\(^\text{33}\)

Serious consideration needs to be given to the long-term cognitive impact of potentially growing reliance and overreliance on generative AI and other models for educational purposes. More research – especially longitudinal research – is needed to measure the impact of these technologies on children's cognitive development and academic competencies.

**Assessment of student competencies and behaviours**

There are expectations to use foundation models to generate exam materials\(^\text{34}\) and mark students’ work and exams.\(^\text{35}\) However, foundation models remain limited in their capacity to master logical
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reasoning, making logical connections between sentences and paragraphs, or identifying information necessary to evaluate arguments.\textsuperscript{36}

This limitation undermines the effectiveness of the models to generate exam materials that can measure student’s logical reasoning. Models are also likely to have limited efficacy in marking work, for example in assessing argumentation.

More research is consequently needed to improve the capabilities of these models. One way to achieve this is to harmonise computational sciences with learning theories and benchmarks for students’ progress (such as key stage assessments).

The reasons for harmonisation of computational sciences with learning theories and progress benchmarks are two-fold. The first is to enable fine-tuning of models to improve the quality of generated exam materials and marking. The second is to enable the evaluation of these technologies as part the procurement process.

Recommended approach to foundation models deployment and adoption in education

The development, deployment and adoption of foundation models is new across all aspects of society. The risks and the benefits are yet to be experienced or evidenced. While enthusiasm is natural, caution is also required. The adoption of foundation models within education therefore needs to be conscientious and fully aware of the risks. A measured approach to the adoption of foundation models in education will be needed.

As schools are currently adapting to an abundance of education technologies (EdTech), a standardised evidence base and evaluation framework – potentially offered by Education Endowment Foundation (EEF) – could provide support for schools to navigate procurement of these technologies. It could also encourage responsible innovation, safe deployment and adoption of EdTech and AI models in education.

Government should ensure it prioritises research on the benefits and risks of foundation models before promoting their use in schools. Equally important is for Government, together with schools, to develop a shared vision of the specific purposes that technologies could serve in education. This should be based on evidence of the technology’s impact, effectiveness and limitations. This vision should, in turn, inform the development of EdTech – rather than the other way around.

Legal and regulatory considerations

The Department for Education recently issued a position statement, reflecting the government’s pro-innovation approach to AI regulation, requiring education institutions to ‘take reasonable steps […] to prevent malpractice involving the uses of generative AI and other emerging technologies’, comply with data protection laws and protect students from harmful content. 37

While it is welcome that the Department is aware of the potential harms, the lack of any AI-specific regulation or statutory guidance makes adhering to the position statement a complex ask for the people and organisations developing, procuring and using AI technologies.

At present the lack of specific legislation and statutory guidance means anyone developing, procuring, or using the technologies has to comply with a fragmented network of rules. This includes ‘horizontal’ cross-cutting frameworks, such as human rights, equality and data protection laws, and ‘vertical’ domain-specific regulation. Guidance on how to interpret these areas of law and regulation in the context of AI, including foundation models, is slowly emerging, 38 but the regulatory landscape remains complex and lacks coherence.

The reference to data protection law in the position statement is welcome. The UK GDPR plays a critical role in the lawfulness of data processing and the legality of developing foundation models

such as large language models (LLMs) like ChatGPT. This is through rules around the use of data – sometimes personal or copyrighted data – that is used in large quantities to train a foundation model, or the collection of user data (including personal, sensitive, behavioural data) of those using the models.

The UK GDPR enshrines fairness as one of the core data protection principles. Fairness is particularly important when considering the processing of personal data of children, and is of profound relevance to data-driven technologies for the classroom or other education setting.

Fairness is articulated in practical terms through the 15 standards of the UK Age Appropriate Design Code. Fair processing begins at the design process and requires a balancing act between the impacts of data processing for individuals and the interests and purposes of the data processors. It manifests through transparency about what data is being processed, how it is being processed and why, at a minimum. This information should be provided in an easily accessible, open, and honest way to individuals before the processing takes place.

Fair processing means there are no misleading of, or detrimental effects for individuals whose data is processed. This critical layer of transparency and adherence to data protection requirements is difficult to ensure given the current rapid pace of development of foundation models such as ChatGPT.

With that in mind we outline below what will be required from developers, deployers and users of AI foundation models to comply with the UK GDPR and to demonstrate responsible innovation and compliance with data protection. These points are fundamental to the safe and responsible development, deployment and usage of AI systems, especially in primary and secondary education.

Ensuring safe and responsible development, deployment and usage of AI

At the design and development phase

Data protection and privacy-by-design

- Developers must ensure that the collection and processing of data, including but not limited to personal data, is based on an appropriate lawful basis, purpose-specific, relevant and limited to what is necessary, and accurate.
- They are also required to demonstrate how they adhere to the principles of integrity, accountability, confidentiality, and storage limitation of the data, along with embedded default protections.

Impact assessment

- In education, any use of digital technologies has an impact on children’s learning experiences and outcomes. Developers must assess the positive and negative impacts of the technologies and data processing on children and children’s rights.
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39 Article 5(1)(a) of the UK GDPR prescribes that “personal data shall be processed lawfully, fairly and in a transparent manner in relation”.
• Foundation models, generative AI and LLMs fit the definition of ‘innovative technology’ which is classified by the Information Commissioner’s Office (ICO) as resulting in ‘high-risk’ processing and therefore requires Data Protection Impact Assessment (DPIA).42

• By nature, the training data of these models – as is the case with ChatGPT – likely originates from the collection of personal data ‘from a source other than the individual without providing them with a privacy notice (“invisible processing”)’ – which requires a DPIA.

• Given the uses of these models in education (e.g., for lesson planning, preparing materials, personalised learning and assessments), Child Rights Impact Assessments (CRIA)43 should also be used. This is because the uses of these models in education can interfere with44 children’s rights enshrined in the United Nation Convention on the Rights of the Child.45 For example, the right to freedom of thought (Article 14), access to information (Article 17), and goals of education (Article 29).

Safeguards

• DPIAs and CRIAs will help developers identify both positive and negative impacts of foundation models. Developers also have responsibilities to devise appropriate measures to mitigate these risks within the context of education. Their safeguards should be competent enough to address the issues of bias; misinformation; hallucination; generation and curation of harmful content; the (narrowing of) knowledge; fairness in assessment; privacy; and security breaches.

• These safeguards should also include measures to anonymise and filter personal data from the training data; ensure accurate and unbiased datasets; and include measures for retraining the models to improve accuracy, as well as mechanisms for managing Application Programming Interface (API) use.

Post-deployment

Audit and redress

• Developers should continuously monitor foundation models’ operation and usage to identify and address any inaccuracy, biases, misinformation and other types of harmful content being generated by the models.

• Developers should also provide options for independent scrutiny for users, researchers, and other external experts to troubleshoot problems with and identify vulnerabilities in the models, as well as offer appropriate levels of redress.

Security

• Developers should clearly state which aspect of the service (e.g., premium, free or both) will receive security updates and for how long.

Application Programming Interface (API)


• Developers should install effective mechanisms to monitor third-party uses of the API and ensure on a demonstrable best effort basis the application of the equivalent privacy and data protection policies for third party uses of the API.

These considerations apply irrespective of the type of data collected (personal, anonymised or non-personal, sensitive, synthetic etc). A DPIA and the CRIA are strategic tools to embed these principles in the development and deployment of foundation models in education. Applying DPIAs in combination with CRIAs will prompt developers to think about the purposes of their models in education, anticipate their impact and become more aware of children’s diverse requirements -- thus addressing data protection and other risks by design.

Accountability measures

Regulatory backstops are also necessary to ensure safe development, deployment and use of data-driven technologies. The Italian Data Protection Authority suspended Open AI’s activity in Italy\(^\text{46}\) for reasons including: absence of an appropriate lawful basis for collection and processing of personal data to train the algorithm underpinning ChatGPT; inaccurate results of personal data processing; lack of transparency; and the absence of appropriate age assurance mechanisms and safeguards against exposure of children (under 13) to harmful content. This decision identified and acknowledged the opacity of the model and the failings of OpenAI to adhere to data protection law.

These grounds for suspending Open AI’s activity in Italy are likely also applicable to Open AI’s operation in the UK and how the model is being used by teachers and students in the context of education. These grounds set precedence for the ICO to carry out its own investigation into products of the same nature, including that from Open AI.

Government should introduce mandatory reporting and transparency requirements for developers of foundation models operating in the UK. This is in response to the data protection enforcement challenges posed by foundation models due to their opacity and the datasets used to train them. These requirements could include regulatory access to the data used to train models and the key parameters defining the model’s performance.

The Data Protection and Digital Information (DPDI) Bill

Having a strong data protection regime is critical, however, we note that the regulation is currently subject to potential change under the Data Protection and Digital Information (DPDI) Bill. The Bill intends to reduce the burden on businesses of complying with data protection law by expanding the legal bases for data collection and processing; removing requirements such as the obligation to carry out DPIAs when high-risk processing is being carried out; and weakening protections currently enjoyed by individuals against solely automated decision-making.

The Ada Lovelace Institute believes that these changes, taken collectively, risk undermining the safe deployment of AI in the UK, and that the Government should reconsider them. These changes may have a direct impact on the development of systems, products and tools used within education.

The broader development of regulation, legislation and statutory guidance for AI and foundation models is nascent and will need to be closely monitored by the Department for Education. That will include monitoring the development of ideas from the Government’s policy paper, ‘A pro-innovation approach to AI regulation’, published in March which is intended to begin the development of a clearer and more coherent set of rules for those developing, deploying and using AI in different parts

of the economy – and which may lead to the introduction of non-statutory guidance, duties or codes of conduct which could impact the education sector.

The Ada Lovelace Institute welcomed these proposals as a sign of the UK’s engagement with the difficult regulatory challenge of governing AI, but our research has also identified significant gaps that will require action from Government to fix. Our recent research report *Regulating AI in the UK*[^47] provides further detail on these gaps, and makes recommendations for how they can be addressed which the Department may find beneficial for wider consideration.

[^47]: Ada Lovelace Institute, Box 4 (n 19).
Future predictions and enabling use

While there is an enthusiasm for the development and deployment of foundation models, consideration will need to be given to the many unintended consequences of these large-scale and powerful technologies. They will redefine the scope of knowledge accessible to society as a whole, including for children and therefore pedagogy. The emerging and experimental uses of these models will also shape teaching, learning and assessment practices.

In order to enable meaningful, accurate and beneficial use of these technologies, it will be vital to deploy them only when they are proven to be of benefit within an educational setting. Research\(^{48}\) shows that the majority of these technologies have not been purposefully built based on teachers’ and students’ requirements, nor the holistic understanding of the education systems, as a result of a combination of policy push\(^{49}\) and schools’ adoption of digital technologies.\(^{50}\)

Given both the potential and limitations of these models, Government should prioritise a cautious approach to these technologies’ integration, particularly in primary and secondary education, due to the evolving capacities of students as well as their vulnerabilities.

Procurement of these models for education should strictly be determined by the suitable purposes they can serve, as they remain nebulous in their specific development for education. There is also a lack of evidence to prove tangible benefits to students, yet they have profound impact on the scope and quality of knowledge, pedagogy and privacy.

More research is required to build the evidence of tangible benefits and on the latent effect and long-term impact of the use of these technologies on knowledge, pedagogy, broader society, and cultural and human exchanges.

Any policies to encourage uptake of these technologies in schools should seriously consider the costs of access to these technologies and the infrastructure that supports them.

ENDS

Supplementary reading

Explainer: ‘What is a foundation model?’ – A simplified definition of foundation models, also known as ‘general-purpose artificial intelligence’ (GPAI).

Regulating AI in the UK – An approach to AI regulation and recommendations for the government and the Foundation Model Taskforce.

Regulate to innovate - A route to regulation that reflects the ambition of the UK AI Strategy.

Algorithmic accountability for the public sector - Learning from the first wave of policy implementation.
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Regulatory inspection of algorithmic systems - Establishing mechanisms and methods for regulatory inspection of algorithmic systems, sometimes known as ‘algorithmic audit’.

Accountability of algorithmic decision-making systems - Developing foundational tools to enable accountability of public administration algorithmic decision-making systems.

Mapping AI and data ethics - Mapping the AI and data ethics field to understand the actors, issues and perspectives that constitute the space.

Supporting AI research ethics committees - Exploring solutions to the unique ethical risks that are emerging in association with data science and AI research.

Algorithmic impact assessment in healthcare - A research partnership with NHS AI Lab exploring the potential for algorithmic impact assessments (AIAs) in an AI imaging case study

AI and genomics futures - A joint project with the Nuffield Council on Bioethics exploring how AI is transforming the capabilities and practice of genomic science.

Rethinking data and rebalancing digital power - Providing a map of four cross-cutting interventions that challenge entrenched systems of digital power and create a digital ecosystem that works for people and society.